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Abstract
We explicate the relation between the older semantic path ordering of Kamin and Lévy and the
newer dependency-pair method of Arts and Giesl.
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1 Introduction

As pointed out by Cristina Borralleras in her dissertation [5, Thm. 7.3.2] (see also [4, Section
5.4]), the dependency-pair method of Thomas Arts and Jürgen Giesl [1] is actually a special
case of the semantic path ordering of Sam Kamin and Jean-Jacques Lévy [14]. We expand
and elaborate on that relationship in what follows.

2 The Semantic Path Ordering

Let irreflexive ⋗ and reflexive u be two binary relations on terms such that their combined
“modulo” relation ⋗/u (= u∗ ○ ⋗ ○ u∗) is terminating (in the sense of [2]). This means that
there is no sequence of terms

s0 u ⋯ u s′0 ⋗ s1 u ⋯ u s′1 ⋗ s2 u ⋯ u s′2 ⋗ ⋯

containing infinitely many ⋗ steps and is equivalent to saying that the modulo relation’s
transitive closure (⋗/u)+ is well-founded. Let’s refer to this relation ⋗/u as the semantic
ordering. Typically, but not exclusively, it is defined via a homomorphism from terms to
some well-founded domain.

Despite the deliberately misleading choice of symbols, u need not be the reflexive-closure
of ⋗. But if it is, then ⋗/u is terminating if (and only if) ⋗ is.

If both relations are transitive and also are compatible with each other (meaning that
either u ○ ⋗ ⊆ ⋗ or ⋗ ○ u ⊆ ⋗; see [14, p. 14] and [1, n. 5]), and provided ⋗ is itself well-founded,
then the above termination condition holds. We prefer, however, not to bother requiring
transitivity.

Let ⋗ and u be as above and let ▶ denote the immediate subterm relation. We can define
a very simple semantic path ordering ≻/≿, with (base) semantic ordering ⋗/u, as follows:

∃si. s▶ si ≿ t
s ≻ t, s ≿ t

s ⋗ t, ∀tj ◀ t. s ≻ tj
s ≻ t, s ≿ t

s u t, ∀tj ◀ t. s ≻ tj
s ≿ t

If ≐ is the intersection u ∩ t and ≈ is ≿ ∩ ≾, then it follows that

s ≐ t, ∀tj ◀ t. s ≻ tj ,∀si ◀ s. t ≻ si

s ≈ t
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This is in essence the semantic path ordering of [14] (cf. [11, Def. 4]) over the semantic
relation ⋗ with a trivial (empty) functional (lifting the ordering from subterms to terms),
so that there is no recursion on subterms. We have added ≿ to the definition (in particular,
in the third case) in the obvious way. (The use of a quasi-order was also suggested in [14,
p. 10].) Technically, the relation satisfies the weak (non-strict) monotonicity condition on
the functional (cf. [14, p. 12]). It also satisfies the requirements of the general path ordering
[11]. The conditions in the definition could be relaxed somewhat to take into account the
possible non-transitivity of the relations.

▸ Theorem 1. The simple semantic path ordering ≻/≿ is terminating.

The proof is essentially as in [14] (and [11, Thm. 2]), but takes the quasi-ordered case
into account.

Proof. Suppose the path relation is not terminating and look at a minimal counterexample
u0 ≿

∗≻≿∗ u1 ≿
∗≻≿∗ u2 ≿

∗≻≿∗ ⋯, minimal with respect to subterm. Let’s number the cases as
follows:

si ≿ t
s ≻1 t

s ⋗ t, s ≻ tj
s ≻2 t

s u t, s ≻ tj
s ≿3 t

The minimal counterexample never employs the first case: Clearly, it is not the case
that u0 ≿1 u1, since then the sequence beginning with the subterm of u0 that justifies the
inequality would be smaller. Suppose ui ≻1 ui+1 is the first occurrence of case 1 in the
counterexample (i ≥ 1), and that it is justified by ti ≿ ui+1 for subterm ti of ui. Whether
ui−1 ≻2 ui or ui−1 ≿3 ui, we would have ui−1 ≻ ti ≿ ui+1 by the side requirement s ≻ tj of the
other two cases.

Whenever ui ≻2 ui+1, we have ui ⋗ ui+1; when ui ≿3 ui+1, we have ui u ui+1. This
contradicts termination of ⋗/u. ◂

For reduction in a semantic path ordering of a term-rewriting system to provide ter-
mination, one shows first of all that ` ≻ r for every rule ` → r (meaning that `σ ≻ rσ for
every substitution σ). As explained in [14, pp. 14–15], the semantic path ordering is not
necessarily weakly monotonic. That is, it need not be the case that

s ≻ t⇒ f(. . . , s, . . .) ≿ f(. . . , t, . . .)

Therefore, one also needs to demonstrate ([14, p. 14, post correctionem])

s→ t⇒ f(. . . , s, . . .) u f(. . . , t, . . .) (*)

so that s → t implies either s ≻ t (if it is a top-rewrite) or s ≿ t (if not), which is enough
to ensure that s ≿ t whenever s→ t and give termination [7, Second Termination Theorem].
With condition (*), the intersection of ≿ and → is monotonic, since s ≿ t and f(. . . , s, . . .) u
f(. . . , t, . . .) yield f(. . . , s, . . .) ≿3 f(. . . , t, . . .).

3 The Dependency-Pair Method

Consider now the (basic) dependency-pair framework [1, Thm. 7]. For every rule `→ r and
nonvariable (not necessarily proper) subterm u of r that is not headed by a constructor (a
symbol that never appears at the head of a left-hand side of any rule), we have a dependency
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pair ` → u. Suppose we are given a pair of (partial and quasi-) orderings ⋗,u that are
compatible (as above), and such that ⋗ is well-founded and u is weakly monotonic, meaning:

s u t⇒ f(. . . , s, . . .) u f(. . . , t, . . .)

Then, a rewrite system terminates if ` u r for every rule and ` ⋗ u for every dependency pair
(again, for all substitutions).

▸ Theorem 2. If a rewrite system can be shown terminating by the basic dependency-pair
method using the pair u and ⋗, then it is terminating by the semantic path ordering method
using the same pair.

Proof. Modify the ordering ⋗ so that all terms headed by constructors are smaller than all
those that are not (see [5, Sect. 7.3], [9, n. 9], [4, Section 5.4]). Clearly, the ordering remains
terminating and this change has no effect on dependency pairs, because constructor-headed
terms are never compared. To maintain compatibility, also remove from ⋗ any pair whose
left-side is a constructor term (they are never needed), and remove from u any pair with
left-side a constructor and right-side not (also unnecessary).

Consider a rule `→ r. We show that ` ≻ r. If r is a proper subterm of `, and in particular
if r is a variable, then ` ≻1 r. If not, then ` ⋗ r, since it is one of the dependency pairs or else
r is headed by a constructor. Furthermore, ` ≻ rj , for every subterm rj of j, either because
rj is a subterm of `, or because of a dependency pair ` → rj , or because rj is headed by a
constructor, so ` ⋗ rj , and rj ’s subterms are smaller (by induction).

For reduction in the semantic path ordering to provide termination, we said that one
also needs condition (*) to hold. But the dependency pair conditions tell us that ` u r for
every rule, and weak monotonicity tells us that c[`] u c[r] for any context c. Therefore,
s→ t⇒ f(. . . , s, . . .) u f(. . . , t, . . .), as required. ◂

It is clear why there is no need to consider dependency pairs ` → u when u is a proper
subterm of `, as suggested in [9, n. 8], since then ` ≻1 u. In fact, the pair can be ignored if
` has any proper subterm t, such that t ≿ u, as suggested in [10, Sect. 6.3].

4 The Monotonic Semantic Path Ordering

The dependency-pair conditions for termination also fulfill the requirements for the mono-
tonic semantic path ordering of [3] (preceded by [12]). This method combines a (multiset)
semantic path ordering ≻ over a well-founded quasi-order u with a (weakly-) monotonic
quasi-ordering ≥. It demands that ` ≥ r and ` ≻ r for each rule, and, furthermore, that the
two base orderings satisfy

s ≥ t⇒ f(. . . , s, . . .) u f(. . . , t, . . .) (**)

See [9, Sect. 4]. (The latter condition is called “quasi-monotonicity” of u with respect to ≥

in [3] and “harmony” of ≥ with u in [9, Sect. 3].)
Suppose now that ≥ and u are one and the same well-founded monotonic quasi-ordering.

The above condition (**) translates into weak-monotonicity of u. Then to satisfy the re-
quirements of the corresponding monotonic semantic path ordering, we have ` u r by the
demands of the dependency method and ` ≻ r for the same reasons as in the above proof.
See [5, Thm. 7.3.2] and [4, Section 5.4].
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5 Conclusion

The ordinary semantic path ordering [14], general path ordering [11, 13], and monotonic
semantic path ordering [3] all include recursive cases, where subterms are examined recur-
sively (in some order or other) if two terms are semantically equivalent (vis-à-vis ≐). As
noted in [4, Section 5.4], dependency pairs do not make use of the recursive case of the path
ordering. Including recursion on subterms refines the simple-minded ordering and can only
be of service in termination proofs. (Some might view the absence of recursive comparisons
an “advantage”, in that the search space is reduced.)

On the other hand, the dependency-pair formulation of this termination method has
the practical advantage of rephrasing the task as the termination problem of an enlarged
rewrite system (one that includes rewrite rules that force s ≻ tj to hold) for which it may
be relatively easy to adapt ordinary termination-proof systems. In one standard version
of the method, additional rules—with altered root symbols—are used to disentangle the
strong-monotonicity and weak-monotonicity requirements.

It is commonplace with the dependency-pair method for ⋗/u to be some version of the
recursive path ordering [7, 8]. The same is true for the semantic path ordering, which often
uses a simpler recursive path ordering for its semantic ordering. This kind of semantic or-
dering is something that David Plaisted and I used from the earliest days of path orderings.1

On account of the weak monotonicity requirement for the component ordering u used for
the semantic path ordering, general path ordering, or dependency-pair method, the ordering
u in all three cases can ignore selected subterms, which is very often useful.

Nothing we have said relates to the powerful data-flow techniques of [1], which take the
narrowing ideas of [6] and others to a high degree of utility. Were one to want to, the
analysis of dependency-pair chains could be captured by pattern-based semantic, perhaps
akin to that in [15].
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