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Abstract
The set of overlap closures can be characterized as the semantics of composition trees. Rewrite
systems for composition trees can be used to prove that the existence of loops implies the existence
of looping forward closures, or to prove the correctness of a characterization of the set of right-hand
sides of closures. We show that, for a quasi-terminating string rewrite system, the existence of cycles
is equivalent to the existence of looping forward closures. This improves upon a result of Guttag et
al. 1983.

2012 ACM Subject Classification Theory of computation → Rewrite systems

Keywords and phrases Termination, String rewriting, Forward Closure, Overlap Closure, Composi-
tion Tree, Looping Derivation, Cyclic Derivation

1 Overlap Closures and Composition Trees

We generally assume that a string rewrite system R over an alphabet Σ is given.
A set of closures is usually defined inductively. Guttag et al. [5] introduced overlap

closures for term rewriting. The following is a version for string rewriting.

▶ Definition 1. The set OC of overlap closures is defined as the least set of Σ∗-pairs that
(1) includes R and satisfies
(2) if (s, tx) ∈ OC and (xu, v) ∈ OC for some t, x, u ̸= ϵ then (su, tv) ∈ OC;
(2’) if (s, xt) ∈ OC and (ux, v) ∈ OC for some t, x, u ̸= ϵ then (us, vt) ∈ OC;
(3) if (s, xuy) ∈ OC and (u, v) ∈ OC then (s, xvy) ∈ OC;
(3’) if (u, v) ∈ OC and (xvy, t) ∈ OC then (xuy, t) ∈ OC.

When dealing with closures, it is useful to represent a closure by a composition tree. The
composition tree describes the way the closure is formed.

▶ Definition 2 ([4]). Define the signature Ω = {1, 2, 2′, 3, 3′, 4}, where 1 is nullary, 4 is
ternary, and the other symbols are binary. The set CT of composition trees is defined as the
set of ground terms over Ω.

▶ Definition 3. A composition tree c represents a set ⟨c⟩ of Σ∗-pairs, as follows:

⟨1⟩ = R,

⟨2(c1, c2)⟩ = {(su, tv) | (s, tx) ∈ ⟨c1⟩, (xu, v) ∈ ⟨c2⟩, t, x, u ̸= ϵ},

⟨2′(c1, c2)⟩ = {(us, vt) | (s, xt) ∈ ⟨c1⟩, (ux, v) ∈ ⟨c2⟩, t, x, u ̸= ϵ},

⟨3(c1, c2)⟩ = {(s, xvy) | (s, xuy) ∈ ⟨c1⟩, (u, v) ∈ ⟨c2⟩},

⟨3′(c1, c2)⟩ = {(xuy, t) | (u, v) ∈ ⟨c1⟩, (xvy, t) ∈ ⟨c2⟩, },

⟨4(c1, c2, c3)⟩ = {(swu, tzv), | (s, tx) ∈ ⟨c1⟩, (u, yv) ∈ ⟨c2⟩, (xwy, z) ∈ ⟨c3⟩, t, x, y, v ̸= ϵ} .

This is conveniently extended to sets S of composition trees:

⟨S⟩ =
⋃
c∈S

⟨c⟩.
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For each case in the inductive definition, we have a symbol in Ω that names this case.
For instance symbol 1 means Case (1): the overlap closure is a rule in R. If an overlap
closure (s, tx) is represented by the composition tree c1 and an overlap closure (xu, v) is
represented by the composition tree c2, then the overlap closure (su, tv) obtained by Case (2),
is represented by the composition tree 2(c1, c2). We may so write Case (2) more succinctly
as:

If ⟨c1⟩ ⊆ OC and ⟨c2⟩ ⊆ OC then ⟨2(c1, c2)⟩ ⊆ OC.

Let CT0 denote the composition trees that do not contain the symbol 4. Then the set of
overlap closures is characterized like this:

▶ Lemma 4. OC = ⟨CT0⟩.

Adding symbol 4 does not increase expressiveness, since we have ⟨4(c1, c2, c3)⟩ ⊆ ⟨2(c1, 2′(c2, c3))⟩.

▶ Lemma 5. OC = ⟨CT⟩.

Symbol 4 will be needed later in Section 3.

▶ Example 6. Suppose R = {ad → abb, bd → db, bdbdd → c}. Then (bd, db) is a closure by
Case (1). Using this closure twice, we get a closure (bdd, ddb), by Case (2) with t = d = u,
x = b. From the two closures (bd, db) and (bdbdd, c), we get a closure (bbddd, c) by Case (3′)
with v = db, x = b, y = dd. From the closures (ad, abb), (bdd, ddb), and (bbddd, c), we get a
symbol-4 closure (addbdd, acb) by s = ad, t = a, x = bb, u = bdd, y = dd, v = b, w = d, z = c.
With composition trees, this is expressed as (bd, db) ∈ ⟨1⟩, (bdd, ddb) ∈ ⟨2(1, 1)⟩, (bbddd, c) ∈
⟨3′(1, 1)⟩, and (addbdd, acb) ∈ ⟨4(1, 2(1, 1), 3′(1, 1))⟩. The same closure, (addbdd, acb), may
be assigned a different composition tree: (add, abdb) ∈ ⟨2(1, 1)⟩, (bdd, ddb) ∈ ⟨2(1, 1)⟩, and
(bdbdd → c) ∈ ⟨1⟩ yield the symbol-4 closure (addbdd, acb) ∈ ⟨4(2(1, 1), 2(1, 1), 1)⟩, by
s = add, t = a, x = bdb, u = bdd, y = dd, v = b, w = ϵ, z = c. ◀

2 Looping Closures and Tree Rearrangement

In order to demonstrate what one can do with composition trees, we recall a characterization
result for the existence of loops, i.e. of derivations of the form t →+ utv. Let us call an
overlap closure of the form (t, utv) a looping overlap closure. Likewise, let us call a forward
closure of the form (t, utv) a looping forward closure.

The starting point is the following characterization of overlap closures.

▶ Lemma 7. [4] OC is equal to the set of pairs (t, u) such that there is a derivation from t

to u in which every inner interposition of t is touched.

Here “inner interposition” means position between letters.

▶ Example 8. In Example 6, to the overlap closure (addbdd, acb) there are the derivations

a|d|d|b|d|d → abb|d|b|d|d → abb|d|db|d → abb|d|ddb → abdb|ddb → acb,

a|d|d|b|d|d → a|d|d|db|d → a|d|d|ddb → abb|d|ddb → abdb|ddb → acb,

corresponding to the composition trees 4(1, 2(1, 1), 3′(1, 1)) and 4(2(1, 1), 2(1, 1), 1), respec-
tively. Matching left hand sides are underlined. The inner interpositions that are not yet
touched are indicated by a stroke. ◀

▶ Lemma 9. [4] Every SRS that has a loop, has a looping overlap closure.
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Proof. If (ϵ, r) ∈ R then R has a loop ϵ → r, and (ϵ, r) ∈ OC. So assume that ϵ /∈ lhs(R). The
proof is by induction on the length of t in the given derivation t = t0 → t1 → · · · → tn = utv.
If every inner interposition of t is touched during this derivation, then we have an overlap
closure (t, utv) by Lemma 7. Otherwise, there is an inner inperposition in t that is not
touched, and which has therefore a residual, unique by ϵ /∈ lhs(R), in every string ti. At
these residuals, the derivation can be split into two derivations t′

0 →= t′
1 →= · · · →= t′

n and
t′′
0 →= t′′

1 →= · · · →= t′′
n such that ti = t′

it
′′
i for all i ∈ {0, . . . , n}. We have utv = ut′

0t′′
0v =

t′
nt′′

n. By a case analysis on whether |ut′
0| < |t′

n| or |ut′
0| > |t′

n| or |ut′
0| = |t′

n|, one of the two
derivations forms a loop, and by the inductive hypothesis the claim follows. ◀

Lemma 9 can be strengthened towards forward closures. The set of forward closures,
introduced by Lankford and Musser [7] for term rewriting, can be defined in the string
rewriting case simply as follows:

▶ Definition 10. For a string rewrite system R the set FC of forward closures is defined as
FC = ⟨Term({1, 2, 3})⟩.

Here, Term({1, 2, 3}) denotes the set of ground terms over the signature {1, 2, 3}, a sub-
signature of Ω.

▶ Theorem 11. [4] Every SRS that has a loop, has a looping forward closure.

For the proof, we first introduce an interpretation ϱ on composition trees by ϱ(1) = 2,

ϱ(2(c1, c2)) = ϱ(3(c1, c2)) = ϱ(c1)ϱ(c2), ϱ(2′(c1, c2)) = ϱ(3′(c1, c2)) = ϱ(c1)ϱ(c2) + 1 .

For composition trees c1, c2 we define c1 <ϱ c2 by ϱ(c1) < ϱ(c2), and we say that c1 is smaller
than c2. The order <ϱ is a reduction order.

▶ Lemma 12. If there is a looping overlap closure with the composition tree 3′(c1, c2) or
2′(c1, c2), then there is also a looping overlap closure with a smaller composition tree.

Proof. Let (u, v) ∈ ⟨c1⟩ and let (xvy, t) ∈ ⟨c2⟩ such that (xuy, t) ∈ ⟨3′(c1, c2)⟩, by the
definition of ⟨3′(c1, c2)⟩. Moreover let this overlap closure be looping, i.e. let t = rxuys for
some r, s ∈ Σ∗. Then (xvy, t) and (u, v) form the looping overlap closure (xvy, rxvys) ∈
⟨3(c2, c1)⟩, and ϱ(3(c2, c1)) < ϱ(3′(c1, c2)) holds.

Similarly, one can show, by a case analysis, that to a looping overlap closure with compo-
sition tree 2′(c1, c2) there is a looping overlap closure with one of the smaller composition
trees c1, 2(c1, c2), 3(c2, c1). ◀

▶ Definition 13. The sets [T ] and [F ] of composition trees are given by the regular tree
grammar with variables T , F , start variable T and rules

T → F | 2′(T, T ) | 3′(T, T ), F → 1 | 2(F, F ) | 3(F, F ).

Note that by definition, [F ] = Term({1, 2, 3}) and so ⟨[F ]⟩ = FC holds.
We now construct a term rewrite system P on Ω that satisfies three conditions:

1. P has a subset of [T ] as its normal forms. It does so by removing all 2′ and 3′ symbols
from the left and right arguments of 2 and of 3. In other words, its left-hand sides are
f(g(c1, c2), c3) and f(c1, g(c2, c3)) where f ∈ {2, 3} and g ∈ {2′, 3′}.

2. P is terminating by <ϱ.
3. For every left-hand side u in P , and the set V of all corresponding right-hand sides, we

get ⟨u⟩ ⊆ ⟨V ⟩. Let us call this condition semantic coverage.
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Semantic coverage can be rephrased as follows:

▶ Lemma 14. For every c ∈ CT that admits a P rewrite step, and for every (s, t) ∈ ⟨c⟩ there
is a c′ ∈ CT such that both c →P c′ and (s, t) ∈ ⟨c′⟩.

Note that c′ may depend on s and t. Suitable such rules from P each with left-hand
side 3(2′(c1, c2), c3) are 3(2′(c1, c2), c3) → 2′(c1, 2(c2, c3)), 3(2′(c1, c2), c3) → 2′(3(c1, c3), c2),
3(2′(c1, c2), c3) → 2′(c1, 3(c2, c3)). The term rewrite system P has 14 rules.

Proof of Theorem 11. Suppose R has a loop. By Lemma 9, it has a looping overlap closure
(t, utv). We use induction on the size of the composition tree c of (t, utv). If c contains no
2′ nor 3′ symbols then it is the composition tree of a forward closure, and we are done. If
c = 3′(c1, c2) or c = 2′(c1, c2) for some c1, c2, then by Lemma 12, there is an overlap closure
with a smaller composition tree, and the claim follows by inductive hypothesis. Otherwise,
the composition tree c admits a P rewrite step, c →P c′, and (t, utv) admits the smaller
composition tree c′. Then again the claim follows by inductive hypothesis. ◀

Guttag et al. [5] show that a quasi-terminating string rewrite system has a cycle if and
only if, it has a cyclic overlap closure, i.e. an overlap closure of the form (t, t). This result
can be strengthened towards forward closure, as is shown next.

▶ Theorem 15. If R is quasi-terminating then every loop is a cycle, i.e. whenever t →+ utv

then u = ϵ = v.

Proof. Suppose that t →+ utv is a proper loop, i.e. |uv| > 0 holds. Then the infinite
derivation t →+ utv →+ u2tv2 →+ . . . shows that t has infinitely many descendants:
|t| < |utv| < |u2tv2| < . . . . Hence R is not quasi-terminating. ◀

So for quasi-terminating R, if R has a cycle, then it has a loop, then it has a looping
forward closure by Theorem 11. Conversely, if R has a looping forward closure, it has a loop,
which is a cycle by Theorem 15. This proves:

▶ Corollary 16. Let R be quasi-terminating. Then R has a cycle if, and only if, R has a
looping forward closure.

3 Right-hand Sides of Closures

In order to arrive at an inductive definition of the set of right-hand sides of forward closures,
one needs an inductive definition of the set of forward closures that descends only at the left,
i.e. the composition tree has only 1 in all its right branches. Hermann [6, Corollaire 2.16]
introduced such a characterization for term rewriting:

▶ Definition 17. For a string rewrite system R, let the set FC′ be defined as the least set of
derivations that includes R and satisfies
1. if (s, tx) ∈ FC′ and (xu, v) ∈ R for t, x, u ̸= ϵ then (su, tv) ∈ FC′.
2. if (s, xuy) ∈ FC′ and (u, v) ∈ R then (s, xvy) ∈ FC′,

▶ Theorem 18. For every string rewrite system R, we have FC′ = FC.

The point of Hermann’s characterization is that an impoverished variant inductively
characterizes the set rhs(FC) of right-hand sides of forward closures.

▶ Corollary 19. [2] For any string rewrite system R, the set rhs(FC) is equal to the least set
S of strings that includes rhs(R) and satisfies
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1. if tx ∈ S and (xu, v) ∈ R for t, x, u ̸= ϵ then tv ∈ S.
2. if xuy ∈ S and (u, v) ∈ R then xvy ∈ S,
This characterization of rhs(FC) is the starting point of several termination proof methods
based on Dershowitz’s [1] characterization of termination by termination on rhs(FC).

One can use composition trees to render Hermann’s definition more compactly:

▶ Definition 20. The set [H] is given by the regular tree grammar with the start variable H

and rules H → 1 | 2(H, 1) | 3(H, 1).

▶ Lemma 21. For every string rewrite system R, we have FC′ = ⟨[H]⟩.

Theorem 18 then amounts to ⟨Term[{1, 2, 3})⟩ = ⟨[H]⟩. A proof can be done like in Section 2:
First an interpretation δ on Term({1, 2, 3}) is defined by δ(1) = 2 and δ(f(c1, c2)) =
δ(c1) + 2 · δ(c2) for all f ∈ {2, 3}. The interpretation δ induces a reduction order <δ

on Term({1, 2, 3}). Then a term rewrite system QF on {1, 2, 3} is defined which (1) has a
subset of [H] as its set of normal forms, (2) terminates by <δ, and (3) satisfies semantic
coverage. For this purpose, it must remove all 2 and 3 symbols from the right arguments of
2 and of 3. In other words, its left-hand sides are f(c1, g(c2, c3)) where f, g ∈ {2, 3}. It turns
out that QF must comprise the rules

2(c1, 2(c2, c3)) → 2(2(c1, c2), c3), 2(c1, 2(c2, c3)) → 2(3(c1, c2), c3),
2(c1, 3(c2, c3)) → 3(2(c1, c2), c3), 3(c1, 2(c2, c3)) → 3(3(c1, c2), c3),
3(c1, 3(c2, c3)) → 3(3(c1, c2), c3).

This finishes the proof sketch of Theorem 18.
Now we aim at a similar characterization of the set of overlap closures. The following

material is an excerpt from Geser et al. [3].

▶ Definition 22. The set CTN is given by the regular tree grammar with variables T, D (top,
deep), start variable T , and rules

T → 3′(1, T ) | D, D → 1 | 2(D, 1) | 2′(D, 1) | 3(D, 1) | 4(D, D, 1).

▶ Definition 23. The sets OCN and OC′ are defined as OCN = ⟨CTN ⟩ and OC′ = ⟨[D]⟩.

The rules for T represent an initial derivation before a closure in OC′:

▶ Lemma 24. OCN = {(s, t) | s →∗
R s′ ∧ (s′, t) ∈ OC′}.

The definition of OC′ could also be spelled out as an inductive definition similar to that of
OC, where closures are overlapped with rules, Case (3′) is dropped and Case (4) is added.

▶ Theorem 25. For every string rewrite system R, we have OC = OCN .

Then by Lemma 24, we have rhs(OC) = rhs(OCN ) = rhs(OC′), whence we get:

▶ Corollary 26. rhs(OC) is equal to the least set S that includes rhs(R) and satisfies
1. if tx ∈ S and (xu, v) ∈ R for some t, x, u ̸= ϵ then tv ∈ S;
2. if xt ∈ S and (ux, v) ∈ R for some t, x, u ̸= ϵ then vt ∈ S;
3. if xuy ∈ S and (u, v) ∈ R then xvy ∈ S;
4. if tx ∈ S and yv ∈ S and (xwy, z) ∈ R for some t, x, y, v ̸= ϵ then tzv ∈ S.
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This characterization of rhs(OC) turns out useful in proofs of relative termination, where the
right-hand sides of forward closures cannot be applied.

In the remainder of this section, a proof of Theorem 25 will be sketched again in a similar
way to the proof in Section 2. We are going to construct a term rewrite system Q on Ω that
has a subset of CTN as its set of normal forms. It must remove all non-1 symbols from the
left argument of 3′, and remove all non-1 symbols from the rightmost argument of 2, 2′, 3,

and 4. Also, it must remove all 3′ that are below some non-3′. These conditions already
determine the set of left-hand sides of Q. For each left-hand side ℓ, the set of corresponding
right-hand sides must cover ℓ semantically. These right-hand sides are obtained by a case
analysis. The term rewrite system Q has 55 rules. For lack of space, only a few rules are
exemplified here.

We bubble-up 3′ symbols, e. g., 2(3′(c1, c2), c3) → 3′(c1, 2(c2, c3)), and we rotate to move
non-1 symbols, e. g., 2(c1, 2(c2, c3)) → 2(2(c1, c2), c3). Rotation below 3′ goes from left to
right, all other rotations go from right to left. The rules 2(c1, 2′(c2, c3)) → 4(c1, c2, c3) and
2′(c1, 2(c2, c3)) → 4(c2, c1, c3) show that symbol 4 cannot be avoided. Of course, QF is a
subset of Q.

Termination of Q follows from the reduction order > given by a lexicographic combination
of an interpretation ρ that decreases under rotation, and an interpretation σ that decreases
under bubbling. A lemma like Lemma 14 takes care of the semantic coverage property.

Proof of Theorem 25. For “⊇”, observe that CT ⊇ CTN whence OC = ⟨CT⟩ ⊇ ⟨CTN ⟩ =
OCN by Lemma 5 and the definition of OCN . For “⊆”, we prove that c ∈ CT and (s, t) ∈ ⟨c⟩
implies (s, t) ∈ ⟨CTN ⟩. We do so by induction on c, ordered by the reduction order >. If
c is in Q-normal form then c ∈ CTN , and so ⟨c⟩ ⊆ ⟨CTN ⟩. Now suppose that c admits a
Q rewrite step. Then by semantic coverage there is c′ ∈ CT such that both c →Q c′ and
(s, t) ∈ ⟨c′⟩. From c > c′, the claim follows by inductive hypothesis for c′. ◀
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